Intensive training in adults refines A1 representations degraded in an early postnatal critical period
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The spectral, temporal, and intensive selectivity of neurons in the adult primary auditory cortex (A1) is easily degraded in early postnatal life by raising rat pups in the presence of pulsed noise. The nonselective frequency tuning recorded in these rats substantially endures into adulthood. Here we demonstrate that perceptual training applied in these developmentally degraded postcritical-period rats results in the recovery of normal representational fidelity. By using a modified go/no-go training strategy, structured noise-reared rats were trained to identify target auditory stimuli of specific frequency from a set of distractors varying in frequency. Target stimuli changed daily on a random schedule. Consistent with earlier findings, structured noise exposure within the critical period resulted in disrupted tonotopicity within A1 and in degraded frequency-response selectivity for A1 neurons. Tonotopicity and frequency-response selectivity were normalized by perceptual training. Changes induced by training endured without loss for at least 2 months after training cessation. The results further demonstrate the potential utility of perceptual learning as a strategy for normalizing deteriorated auditory representations in older (postcritical-period) children and adults.
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resulted in frequent 5-sec time-out periods, during which the house light was turned off and no stimuli were presented. It initially took a long time for rats to finish a training block (average of ~16 minutes per block; black line in Fig. 1A Left). Although there was a modestly lower rate of target and nontarget responses recorded for the first block (which is probably due to acclimatization; repeated-measures ANOVA; \( P < 0.01 \) for each comparison), there were no significant differences in the rate of target and nontarget responses for the remaining blocks (repeated-measures ANOVA; \( P > 0.05 \) for each comparison) or in the time used to complete each block (ANOVA; \( P > 0.4 \)) for this early training day. Further analysis showed that nose pokes in each block were equally distributed over all training stimulus frequencies, with no specific clustering on the target frequency (Fig. 1B Left; ANOVA; \( P > 0.06 \) for different blocks).

After several weeks of frequency identification training, rats learned to identify and selectively respond to a new randomly set target frequency on each day. A typical record for a later daily session in trained rats is shown in Fig. 1A Right. Note that rats who had mastered the behavior still continuously nose-poked during the initial few blocks, resulting in high rates of both target and nontarget responses (first two blocks in Fig. 1A Right). Nose pokes in these blocks were equally distributed over all frequencies of delivered acoustic stimuli, as occurred in the early training epoch (first two blocks in Fig. 1B Right; ANOVA; \( P > 0.5 \) for the first block and \( P > 0.09 \) for the second block). Starting from the third block, however, nontarget response decreased (green line in Fig. 1A Right; repeated-measures ANOVA; \( P < 0.001 \) for each comparison), whereas the target response still remained at a high rate (red line in Fig. 1A Right; ANOVA; \( P > 0.09 \)). These nose pokes for each block sharply favored the target frequency (the third to 10th blocks in Fig. 1B Right; repeated-measures ANOVA; \( P < 0.01 \) for all comparisons of each block). The times used to finish the single training block also significantly decreased from an average of ~16 min to ~10 min (black line in Fig. 1A Right; repeated-measures ANOVA; \( P < 0.001 \) for each comparison).

Immediately after training cessation at approximately postnatal day 90 (P90), neural responses in A1 of the EXP rats were documented by using conventional extracellular unit recording (see Materials and Methods). Selectivity of neural responses and cortical maps were then compared with those obtained from the following age-matched animal groups: (i) CON \( (n = 4) \), (ii) NR \( (n = 5) \), and (iii) PNR \( (n = 5) \). High-density maps of A1 were reconstructed from 60- to 100-unit or multunit recording sites for each animal. The structure (V-shaped, flat-peaked, or multipeaked), selectivity [bandwidth measured at 20 dB above threshold (BW20)], and characteristic frequency (CF) of tuning curves determined at each site, as well as the orderliness of map tonotopy (tonotopic index), were measured as potential outcomes of perceptual training.

In naïve animals, almost all sampled tuning curves (97%) were V-shaped with a single CF (Fig. 2A, top graph). Most (73%) of these turning curves were relatively sharply tuned to tonal frequencies with BW20s < 1.5 octaves. By contrast, only half (50%) of the tuning curves in NR rats were V-shaped. The remainder were either flat-peaked (45%) or multipeaked (5%) (Fig. 2A, upper middle graph). Tuning curves with flat peaks across a wide tonal frequency range or with two peaks at different frequencies were typically much more broadly tuned than V-shaped curves. Predominant numbers of these less-selective receptive fields in the A1 of NR rats manifested a degraded spectral selectivity induced by pulsed noise exposure, as shown by Zhang et al. (13). The shapes of sampled turning curves from EXP rats, however, were substantially normalized (i.e., all were V-shaped and relatively sharply tuned) (Fig. 2A, lower middle graph). No flat- or multipeaked curves (both of which were prominent features of NR rats) were recorded in this group. The sampled tuning curves for PNR rats were comparable to those of NR rats: 54% were V-shaped, 38% were flat-peaked, and 8% were multipeaked (Fig. 2A, bottom graph). The distribution of different turning curve types for all recordings obtained in each group is summarized in Fig. 2B.

We compared the average BW20s of all tuning curves sampled from different groups of rats (Fig. 2C). Here the BW20s were grouped by binning their CF values into five 1-octave-wide categories. As shown in Fig. 2C, the average BW20 of NR rats in each CF range ranged between 1.5–2.4 octaves, which were significantly larger than that of CON rats (Fig. 2C, yellow vs. black bars; repeated-measures ANOVA; \( P < 0.001 \) for comparison at each CF category). By contrast, after training, the average BW20 decreased to ~0.9–1.2 octaves in each CF range, significantly smaller than that of NR or PNR rats (Fig. 2C, blue bars vs. yellow or pink bars; repeated-measures ANOVA; \( P < 0.001 \) for both comparisons at each CF category). These values also were smaller than in CON rats, although differences did not quite reach statistical significance (Fig. 2C, blue bars vs. black bars; repeated-measures ANOVA; \( P > 0.05 \) for comparison at each CF category). There also were significant differences in BW20s between NR and PNR rats for CF categories centered at 1.5 and 3 kHz, but not for remaining CF categories (Fig. 2C, pink bars vs. yellow bars; repeated-measures ANOVA; \( P < 0.05 \) for comparisons at CF categories of 1.5 and 3 kHz, but >0.05 for the rests).

Fig. 2D shows the distribution of CF values over the entire population of recording sites in each group. For NR rats, the percentage of A1 recording sites tuned to high frequencies was significantly larger than in CON rats, but was smaller for those tuned to low and middle frequencies (Fig. 2D Left; yellow bars vs. black bars; \( \chi^2 = 27.8; \; P < 0.0001 \)). A similar tendency for CF distribution also was recorded in PNR rats (Fig. 2D Left; pink bars vs. black bars; \( \chi^2 = 21.8; \; P < 0.0005 \)), manifesting changes in CF value distribution induced by noise exposure. For EXP rats, however, the percentage of A1 recording sites tuned to each frequency category was comparable to that seen in CON rats (Fig. 2D Left; blue bars vs. black bars; \( \chi^2 = 1.17; \; P > 0.8 \)). These results are further
3) was trained by using 50-dB sound pressure level (SPL) (i.e., 10 high-CF sites to categories). This elevation ranged from an average of measures ANOVA; using 50-dB SPL sound stimuli (Fig. 3 in every CF category (Fig. 3 were significantly elevated when compared with those of CON rats at each CF category). By contrast, thresholds recorded in EXP rats in any CF category (Fig. 3 thresholds of NR and PNR rats did not differ from those recorded line; repeated-measures ANOVA; in CON rats in any CF category (Fig. 3 considerable changes in the cortical encoding of sound intensity (19). Here we reexamined that effect by comparing the sound intensity thresholds obtained from different rat groups. As shown in Fig. 3A, thresholds of NR and PNR rats did not differ from those recorded in CON rats in any CF category (Fig. 3A, yellow or pink line vs. black line). This representational distortion was normalized in EXP rats (Fig. 2 Right; blue line vs. black line).

A previous study has shown that perceptual learning induces substantial changes in the cortical encoding of sound intensity (19). Here we reexamined that effect by comparing the sound intensity thresholds obtained from different rat groups. As shown in Fig. 3A, thresholds of NR and PNR rats did not differ from those recorded in CON rats in any CF category (Fig. 3A, yellow or pink line vs. black line; repeated-measures ANOVA; P > 0.05 for both comparisons at each CF category). By contrast, thresholds recorded in EXP rats were significantly elevated when compared with those of CON rats in every CF category (Fig. 3A, blue line vs. black line; repeated-measures ANOVA; P < 0.001 for each comparison at different CF categories). This elevation ranged from an average of ~12 dB for high-CF sites to ~7 dB for low-CF sites. To further study the effect of training on intensity threshold, another group of NR rats (n = 3) was trained by using 50-dB sound pressure level (SPL) (i.e., 10 dB lower) target and nontarget sound stimuli. As expected, the average thresholds obtained from these rats were significantly lower than thresholds recorded in rats trained with 60-dB SPL (Fig. 3B, circle vs. triangle; repeated-measures ANOVA; P < 0.05 for comparison at each CF category). Although these thresholds also were consistently higher than those recorded in NR rats (by ~2–4 dB) for every CF category, these differences were not significant (Fig. 3B, circle vs. yellow line; repeated-measures ANOVA; P > 0.05 for comparison at each CF category).

Finally, topographically ordered maps of A1 for sound frequency were obtained and compared for all groups. In CON rats, A1 was reliably identified by a continuous and complete low-to-high tonotopic gradient running caudal to rostral (Fig. 4A Upper). Large areas of A1 in NR and PNR rats, however, were occupied by neurons with poor frequency selectivity (i.e., neurons with flat- or multipeaked tuning curves marked as gray polygons in Fig. 4C Upper and D Upper). After training, all sampled A1 sites in EXP rats had well defined CFs, and again tonotopic gradients in these animals were continuous and complete. Tonotopic organization in these EXP rats was undistinguished from that recorded in CON rats, but was sharply distinguished from that recorded in NR and PNR rats (Fig. 4B vs. A Upper, C Upper, and D Upper).

To quantify the precision of the tonotopicity within A1, the positions of each recording site in A1 were normalized with reference to the tonotopic axis and then plotted as a function of its CF. The average minimum distance from each site to the tonotopic axis was then calculated and used as an index of the precision (imprecision) in tonotopicity for each rat (see Materials and Methods). Each of these plots is shown below the tonotopic maps in Fig. 4. Sampling sites for CON and EXP rats were centered along the tonotopic axis, whereas those for NR and PNR rats were more widely scattered around the axis, resulting in an approximately two times larger index than CON and EXP rats (Fig. 4C and D vs. A Lower and B Lower). Fig. 4E summarizes the average tonotopic indices obtained from different groups. Repeated-measures ANOVA showed that the indices of CON and EXP rats were
significantly smaller than those of NR and PNR rats (P < 0.001 for each comparison), manifesting more refined and differentiated tonotopic maps of CON and EXP rats than in NR and PNR rats.

To evaluate the long-term impact of perceptual training on cortical frequency representation, three additional EXP rats were returned to a neutral auditory environment after training cessation and then mapped at ~P150 (i.e., 60 days after the end of perceptual training). The bandwidths of tuning curves and the tonotopic index were measured and compared with those of EXP rats mapped immediately after training cessation and with those of four age-matched CON rats. As summarized in Fig. 5, the data obtained from EXP rats mapped at ~P150 were comparable to those obtained from EXP rats mapped immediately after training cessation. Both groups were substantially like those of CON rats (ANOVA; P > 0.06 for different comparisons), indicating a long-term conservation of training-induced changes on receptive field properties and tonotopility in cortical field A1.

**Discussion**

In this study, NR rats were trained in an auditory frequency-recognition task by using a modified go/no-go training strategy, in which a target frequency was randomly set at the beginning of each day’s training session. We found that the deteriorated cortical frequency representation induced by early postnatal (critical period) pulsed noise exposure was effectively normalized by this training, as shown by the observation that the number of V-shaped tuning curves, their sharpness as measured by BW20, and orderly tonotopility as expressed by a tonotopic index were significantly increased when compared with those of NR controls. As a result, the cortical map and its constituent receptive fields in these representationally degraded-then-trained animals were equivalent to or even more refined than normal controls. This training-induced restoration of cortical frequency representations endured for at least 2 months after training cessation. No positive renormalization was recorded in control animals that were passively exposed to training stimuli. These results again show that perceptual learning strategies applied in postcritical-period animals can restore deteriorated auditory representations that stem from abnormal environments in early life.

Training-based auditory cortical plasticity has been previously reported in multiparametric sound domains (15–23). This plasticity is typically expressed as a change in receptive field bandwidths or preferential tuning, as well as selective modulation of firing rate to reinforced versus nonreinforced stimuli. An apparent virtue of the training strategy applied here was the extension of improvements in response selectivity and tonotopility across a wide spectral range. By changing stimulus recognition targets daily and in random order, competitive cortical network changes presumably contributed to the differentiation of the selective representation of sound frequency inputs all across the frequency spectrum of hearing. This study thereby provides a useful model strategy for elaborating cortical representations in developmentally impaired human children. It should be noted that other studies have already shown that similar improvements can be generated for specific target stimuli in the spectral and intensive sound stimulus domains (20, 21) and for spectrtemporally complex acoustic inputs that distinguish speech phonemes (18, 43, 44). The use of roving targets (as is applied in training in this study) can almost certainly be used to sharpen cortical representations of all these sound parameters, contributing critically to complex signal (e.g., aural speech) representation. It might be noted that when animals were trained to discriminate tones of target frequencies from standard frequencies, both enhanced responses to target frequencies and reduced responses to nontarget frequencies were observed (16). The strategy applied here minimizes enduring negative plastic changes.

After closure of the critical period, tonotopic maps and response specificity of A1 neurons are not altered by unattended ambient auditory inputs (12, 13, 19, 45, 46). However, these studies once again demonstrate that the adult auditory cortex remains plastic for attended, rewarded stimuli. It has been suggested that the interaction of auditory inputs, neuromodulator release, and top–down influences from higher auditory areas contribute to this learning-based cortical plasticity (20, 47–55). The fact that passive exposure to the same stimuli, when not reliably coupled to reward, has no measurable effect on frequency selectivity and tonotoplicity of A1 again demonstrate that the adult auditory cortex remains plastic for or even more refined than normal controls. This training-induced restoration of cortical frequency representations endured for at least 2 months after training cessation. No positive renormalization was recorded in control animals that were passively exposed to training stimuli. These results again show that perceptual learning strategies applied in postcritical-period animals can restore deteriorated auditory representations that stem from abnormal environments in early life.

Training-based auditory cortical plasticity has been previously reported in multiparametric sound domains (15–23). This plasticity is typically expressed as a change in receptive field bandwidths or preferential tuning, as well as selective modulation of firing rate to reinforced versus nonreinforced stimuli. An apparent virtue of the training strategy applied here was the extension of improvements in response selectivity and tonotopility across a wide spectral range. By changing stimulus recognition targets daily and in random order, competitive cortical network changes presumably contributed to the differentiation of the selective representation of sound frequency inputs all across the frequency spectrum of hearing. This study thereby provides a useful model strategy for elaborating cortical representations in developmentally impaired human children. It should be noted that other studies have already shown that similar improvements can be generated for specific target stimuli in the spectral and intensive sound stimulus domains (20, 21) and for spectrtemporally complex acoustic inputs that distinguish speech phonemes (18, 43, 44). The use of roving targets (as is applied in training in this study) can almost certainly be used to sharpen cortical representations of all these sound parameters, contributing critically to complex signal (e.g., aural speech) representation. It might be noted that when animals were trained to discriminate tones of target frequencies from standard frequencies, both enhanced responses to target frequencies and reduced responses to nontarget frequencies were observed (16). The strategy applied here minimizes enduring negative plastic changes.

After closure of the critical period, tonotopic maps and response specificity of A1 neurons are not altered by unattended ambient auditory inputs (12, 13, 19, 45, 46). However, these studies once again demonstrate that the adult auditory cortex remains plastic for attended, rewarded stimuli. It has been suggested that the interaction of auditory inputs, neuromodulator release, and top–down influences from higher auditory areas contribute to this learning-based cortical plasticity (20, 47–55). The fact that passive exposure to the same stimuli, when not reliably coupled to reward, has no measurable effect on frequency selectivity and tonotoplicity of A1 again demonstrate that the adult auditory cortex remains plastic for or even more refined than normal controls. This training-induced restoration of cortical frequency representations endured for at least 2 months after training cessation. No positive renormalization was recorded in control animals that were passively exposed to training stimuli. These results again show that perceptual learning strategies applied in postcritical-period animals can restore deteriorated auditory representations that stem from abnormal environments in early life.
example, animals trained to attend to frequency cues exhibit cortical reorganization only in the frequency domain, whereas animals trained to attend to intensity cues reorganize only in the intensity domain, although an identical set of auditory stimuli were used in both tasks (20). In the current study, all target (and nontarget) sounds were delivered at a constant sound intensity. If that intensity was relatively high (e.g., 60- to 70-dB SPL), the response thresholds of neurons with best frequencies spanning the spectral range of hearing in the rat were elevated so that these “best intensities” of neurons fell within this target range. If rats were trained at a lower sound intensity, the overall thresholds dropped presumably for the same reason. Thus, sound intensity also was a target-relevant domain, although the focus of training was sound frequency. Specialization of cortical processing to favor its operations over a given, narrower-than-normal intensive range is potentially limiting. This finding suggests that, for the most complete functional elaboration, stimuli should row in frequency and intensity. This finding illustrates the importance of properly choosing sound parameters while applying learning-based training strategies.

In summary, previous studies demonstrate that perceptual training significantly modifies the representation and response selectivity of neurons in a normally developed adult A1. Here we extend those studies by showing that perceptual training also remediates the deteriorated frequency representation in adult A1 induced by early modulated noise exposure. A further study of the mechanisms underlying this training-based remediation of auditory representation should bear practical and theoretical importance, especially for those older children and adults suffering from hearing, language, and associated reading impairments.

Materials and Methods
All experimental procedures used in this study were approved by the Animal Care and Use Committees at the University of California, San Francisco.

Early Exposure of Rat Pups. Sprague–Dawley rat pups and their mothers were placed in a sound-shielded test chamber from P7 to P35. An 8-h light/16-h dark cycle was established. Fifty-millisecond noise pulses (5-msec ramps) delivered at 65-dB SPL were applied from a speaker placed ~15 cm above the rats at five pulses per second at 1-sec intervals to minimize adaptation effects. Energy for noise stimuli was essentially flat across a broad frequency spectrum (0.2–30 kHz). No abnormalities in the behavior of either the mother or pups could be detected during pulsed noise exposure. A further study of the mechanisms underlying this training-based remediation of auditory representation should bear practical and theoretical importance, especially for those older children and adults suffering from hearing, language, and associated reading impairments.

After being reared from P7 to P35 in the presence of the pulsed noise in a sound chamber, rats were randomly divided into three groups: (i) NR rats, returned to a normal environment until A1 responses were documented; (ii) EXP rats, trained to identify a target auditory stimulus of specific frequency from a set of distractor stimuli (P36–P90); and (iii) PNR rats, passively exposed to training sounds that were identical to sounds delivered to EXP rats but given free access to food across the same epoch (P36–P90).

Behavioral Training. Rats assigned to the EXP group were trained to identify a target tonal stimulus with specific frequency (i.e., target frequency) amid a set of auditory stimuli of different frequencies. Stimuli were 60–70-dB SPL, 50-msec tone pips with 5-msec linear onset and offset ramps. Only one stimulus with specific frequency was presented in each trial. Rats were rewarded for making a go response within a limited time window after the target tone presentation. Training was conducted in an acoustically transparent operant training chamber (20 × 20 × 18 cm, length × width × height) enclosed within a sound-attenuated chamber. Stimuli were calibrated by using a Bruel & Kjær (Nærum, Denmark) microphone and sound level meter, as well as a ubiquitous spectrum analyzer. Harmonics were of a low level and could not alter the representation of these recorded effects. An input and output system (photobeam detector, food dispenser, sound card, house light) was used to control behavioral training (Med Associates, Georgia, VT).

Rats were initially pretrained from P36 to P40 to make a nose poke only after presentation of a tonal stimulus at a fixed frequency of 6.5 kHz to obtain food reward. Starting from P41, tone stimuli with frequencies of 1.6, 2.1, 2.8, 3.7, 4.9, 6.5, 8.6, 11.4, 15.0, 19.9, or 26.2 kHz were randomly delivered during the training; one of these frequencies was randomly chosen as the target frequency at the beginning of each day’s training session.

As in an earlier study from our laboratory (20), a single trial describes the length of time between the onset of two successive tones. The rats’ behavior was reduced to go or no-go responses. Rats were in the go state when the photobeam was interrupted. All other states were considered no-go. For a given trial, rats could elicit one of five reinforcement states. The first four states were given by the combinations of responses (go or no-go) and stimulus properties (target or nontarget). Go responses within 3 sec of a target were scored as a hit; a failure to respond within this time window was scored as a miss. A no response within 3 sec of a nontarget stimulus was scored as a false positive, and the absence of a response was scored as a withheld. The fifth state, false alarm, was defined as a go response that occurred ≥3 sec after stimulus presentation. A hit triggered the delivery of a 45-mg food pellet (BioServe, Frenchtown, NJ). A miss, false positive, or false alarm initiated a 5-sec time-out period, during which the house lights were turned off and no stimuli were presented. A withhold did not produce a reward or a time out.

Trials were grouped into blocks of 100. Rats were trained for 1 block at the pretrained stage each day, but for 10 blocks at the full frequency stage. At the conclusion of each block, a target response ratio (number of hits/number of target trials) and a nontarget response ratio (number of false positives/number of nontarget trials) were calculated.

Electrophysiological Recording Procedure. Unless specified otherwise, electrophysiological recording of cortical responses was conducted at ~P90 for all rats of different groups. In addition, A1 responses in age-matched naive female rats were documented as controls.

Rats were anesthetized with sodium pentobarbital (50 mg/kg body weight). Throughout the surgical procedures and during the recording session, a state of areflexia was maintained with supplemental doses of 8 mg/ml dilute pentobarbital injected i.p. The trachea was cannulated to ensure adequate ventilation, and the cisterna magna was drained of cerebrospinal fluid to minimize cerebral edema. The skull was secured in a head holder, leaving the ears unobstructed. After reflecting the right temporalis muscle, the auditory cortex was exposed and the dura was resected. The cortex was maintained under a thin layer of viscous silicone oil to prevent desiccation.

Cortical responses were recorded with parylene-coated tungsten microelectrodes (1–2 MΩ at 1 kHz; FHC Inc., Bowdoinham, ME). Recording sites were chosen to evenly sample from the auditory cortex while avoiding blood vessels and were marked on a magnified digital image of the cortical surface vasculature. At each recording site, the microelectrode was lowered orthogonally into the cortex to a depth of 480–550 µm (layers 4 and 5), where vigorous stimulus-driven responses were recorded. Acoustic stimuli were generated by using TDT System III (Tucker-Davis Technologies, Inc., Alachua, FL) and delivered to the left ear through a calibrated earphone (STAX 54) with a sound tube positioned inside the external auditory meatus. A software package (SigCal, SigGen, and Brainware; Tucker-Davis Technologies, Inc.) was used to calibrate the earphone, generate acoustic stimuli, monitor cortical response...
properties online, and store data for offline analysis. The evoked spikes of a neuron or a small cluster of neurons were collected at each site. Frequency-intensity receptive fields were reconstructed by presenting pure tones of 50 frequencies (1–30 kHz, 25-msec duration, 5-msec ramps) at eight sound intensities (0 to 70-dB SPL in 10-dB increments) to the contralateral ear in a random, interleaved sequence at a rate of two pulses per sec.

Cortical Mapping and Data Analysis. All analysis was performed offline with custom-written Matlab programs (The MathWorks, Natick, MA). The CF of a cortical site was defined as the frequency at the tip of the V-shaped tuning curve. For a flat-peaked tuning curve, CF was defined as the midpoint of the plateau at threshold. For tuning curve with multiple peaks, CF was defined as the frequency at the most sensitive tip (i.e., with lowest threshold). Response bandwidths (BW20s) were measured for all sites. For tuning curve with multiple peaks, CF was defined as the frequency at the tip of the V-shaped tuning curve. For a flat-peaked tuning curve, CF was defined as the frequency at the most sensitive tip (i.e., with lowest threshold). Response bandwidths (BW20s) were measured for all sites.

The area of A1 was defined as previously described (4). To generate A1 maps, Voronoi tessellation (a Matlab routine) was performed to create tessellated polygons, with the electrode penetration sites at their centers. Each polygon was assigned the characteristics (e.g., CF) of the corresponding penetration site. In this way, every point on the surface of the auditory cortex was linked to the characteristics experimentally derived from a sampled cortical site that was closest to this point.

We used an index to quantitatively describe the precision of tonotopicy in A1 (12, 13). The line connecting the two most anterior and posterior penetrations within A1 was used as a reference for tonotopic axis. We then rotated each map to orient the tonotopic axis horizontally. After rotation, new x coordinates of penetrations in each rat were normalized to be within a range from 0.0 to 1.0, and penetration sites were plotted according to their CFs and x coordinates. The logarithmic frequency range (1–30 kHz) was converted to a linear range (0–1). We defined the index as the average minimum distance from each data point to the line connecting (0, 0) and (1, 1). The larger the index, the more disordered the tonotopicy of the tonotopic map.
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